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ABSTRACT

One of the major concerns of healthcare in the world today is HIV/
AIDS. The heatth and socioeconomic consequences of o rapid spread
of AIDS are very serious. Thus we need accurate forecasts of the future
course of the epidemic. The speciol feature of AIDS is ifs long incubation
period, whose distribution is difficulf to estimate partly due fo its fength
and partly due fo the nature of the infected cohorts being followed or
identified. This article mainly discusses the features of AIDS incubation
period and reviews statistical analysis of a few models developed for
the estimation of the incubation period. One of the important methods
of projection namely, Back Caleulation method is afso discussed.

Key words: AIDS, Back Calculation, HIV, incubation period,
Transmission. ’

* lectures, Department of Siafistics, Christ College, Bangalore-560029.
Email: iftmail
** Professos, Depariment of Statistics, Vijoya Coflege, Bongalore-560004.
***Professor of Stotistics & Director, Bhavan- SIET Institute of Management, Bangalore-560004.

39




1. Introduction

Acquired Immunodeficiency Syndrome (AIDS) is a fatal transmissible disorder of
the immune system that is caused by the Human Immunodeficiency Virus (HIV). I
most cases, HIV slowly attacks and destroys the immune system which is the body’s
defense against disease, leaving the infected individual vulnerable to mal ignancies
and infections that eventually cause death. AIDS is the end stage of HIV infection.
HIV incubation period is the time between infection and first appearance of AIDS
sympfoms. AIDS was recognized as a new epidemic in the year 1981 and the cause
and tests to detect it were not known until 1984. It has a long incubation period.
Persons who are infected by the virus may have many years of productive normal
life, around 4 fo 15 years, but they can infect others during this period. The prognosis
for HIV infected people is bleak. At the end of the incubation period there is an
increase of sickness until death occurs. The disease is found mainly in two specific
age groups: children under five and adults between 15-44 years., HIV is mainly
sexually transmitted, that s, it is passed on through one of the basic human activities
with which people are often neither open nor comfortable. There are links between
HIV and other opportunistic diseases such as TB which has further implicafions for
public health. In general, the epidemic is still spreading and it presents o major
challenge to developing countries like India,where according to UNAIDS reports,
there are 5.7 million HIV positive persons.

There are four primary modes of HIV transmission: unprotected sex, infected blood
fransfusion, contaminated clinical needles or sharing of needles among drug abusers
and from an infected mother to her new born. The risk of transmission of this virus
is minimal outside the above four modes. HIV does not spread through mosquito
bites, hugging, kissing, and sharing toilet facilities and same living space or by
shaking hands with infected persons. The following figure {Fig. 1) gives the different
routes of HIV transmission among various sexual behaviour groups:
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Fig.1: Principal routes for sexually transmitted HIV infection



2. Modelling of AIDS Incubation Period

Shortly ofter infection, HIV antibodies can be detected in the blood, whereupon an
individual has sero-converted and is thereafter referred to as sero-positive. Individuals
are sero-negative to antibodies to the AIDS virus until they are infected and become
sero-positive. Infected individuals remain sero-positive i.e. prevalent with HIV
infection and may eventually develop AIDS. Individuals who are sero-positive but
free of AIDS are called sero prevalent and those who are initially sero- negative
and converted to positive in a time period are sero- incident. Sero-conversion
usually occurs within o few months of infection. There is more information regarding
sero-conversion than data on infection. Therefore it is easier to estimate time from
sero- conversion to diagnosis of AIDS or death due to AIDS.

Let X denote the chronological time of infection. For AIDS, the time between infection
and sero-conversion is usually short as compared to the incubation period and
accurate information on time of infection is seldom available. Thus, most statistical
work assumes that all infected individuals are sero positive or that the time of
infection X is the same as sero conversion. Let T denote the incubation period. The
chronological time of diagnosis of AIDS is given by Z =X + T which is known as
the convolution equation. The following figure (Fig. 2) illustrates the progression of
HIV to AIDS with different rates of progression.

X ‘ T rd
| - T
A5(x) AT
HNon Infected Sero positive - > Sero posilive
/s
AP/N I A 3,074
Death

Fig. 2: Progression of HIV to AIDS

Here, 1%(x) : Rate of sero-conversion among non infected individuals
ATt} :  Rate of development of AIDS omong sero positive individuals
AP Rate of death among non infected persons
APS : Rate of death from competing causes in sero positives
AP . Rate of death from AIDS
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A specific cohort of individuals who are longitudinally followed up is used to estimate
the incubation period distribution. The cohort includes the following categories:

(i} Prevalentinfected homosexual men .
(i)} Individuals infected by blood transfusion
(i} Hemophiliacs |

(iv}] Pediatric cases.

There is little data available on incubation period for cases associated with
infravenous drug abuse and therefore estimation of incubation period for this mode
is difficult. The pediatric HIV cases possess different incubation properties {Auger et
al. 1988} than other risk groups and little work has been done so far regarding the
esfimation of incubation period. We now present established features of incy bafion
period under different categories: '

Prevalent cohort (unknown time of origin)

Some fimes, the subjects under study are already HIV infected at the time of inclusion
in the study i..e. the time ot first infection is unknown. This is prevalent cohort and
it consists of individuals who have a given condition such as previous infection ot
the time of entry and who are followed forward in time fo detect the onset of disease.
Individuals are ot risk of infection only after onset of condition (infection) but the
time of infection is an unobservable random quantity. In follow up studies of such
prevalent cohorts, estimation of incubation distribution is complicated by the fact
that the time of infection is Usually unknown and that short incubations tend to be
under sompled since individuals already diagnosed with AIDS are usually excluded
in the recruitment of a prevalent cohort. Since all individuals in a prevalent cohort
are censored, standard analytic tools for censored survival data do not apply. The
time scales are calendar time-{s}, time from infection (u) and follow up time {f).

. Brookmeyer & Gail (1987) considered biases that arise from performing analysis
on the observed follow up time scale () instead of the appropriate but unobservable
scale of time from infection (u). :

The observation period may cease prior to the onset of AIDS, so that there is a
possibility of right censoring. We assume that the fime of recruitment T, and cessation
of follow up time T, is the same for each individual. Seropositive individuals who
are already diagnosed with AIDS prior to T, are excluded from the cohort. The
condition is therefore

X<T, <Z=X+T.
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Individuals are followed until onset of AIDS or cessation of follow up, whichever is
earlier. The method is illustrated with the following notations:

For the ifindividual, let

x, = the calendar time of infection

z, = x, + t denote the calendar time of diagnosis of AIDS
t. = incubation time for the i individual '

y,= the calendar time of the end of follow up

&, = indicator which shows whether follow-up ceased due to onset of AIDS
ie., 5; =1 if AIDS was diagnosed of time y, and
=0 otherwise. '

Since x; is always unknown, the incubation period 1. is also unobserved even for
those individuals who are followed until onset of AIDS. For an individual, prevalent
at the beginning of the study T, and diagnosed with AIDS at time y i.e. &=1,the
likelihood function is given by: '

fh(x)f(y —~ xJdx

L = (2.1)

Th(x)S(TI —-x)
70

Here, h and f are the respective densities of H and F. ‘S’ is the survival function
ossociated with £ The denominator arises as prevalent infected individuals are only
observed if they have not been diagnosed with AIDS by time T, In some cases T,
may be sufficiently early in the epidemic and the denominator can be assumed to
be one. The likelihood function is similar for an individual with o right censored
observation i.e. &, = 0 with S replacing f in the numerator. '

The expression (2.1) would be simplified if all infections had occurred ot a specific
point in fime between times T, and T, Therefore the problems encountered in prevalent
cohorts arise only if the length of the interval [Ty T,]is large which is the case for
most prevalent cohorts of HIV infected homosexual men. The full likelihood function
can be constructed based on products of terms as given in the above expression
and the analogous terms for censored individuals. Also, some cohorts may contain
seronegative individuals who seroconvert at a given fime. The likelihood function
can be maximized w.r.t F that is parametrically or non-parametrically described if
we assume H to be known.
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Non parametric estimation

Methods for estimation of incubation distribution based on prevalent cohorts assume
a parametric form for both the time of infection distribution and the incubation
distribution. A non parametric estimation provides a useful technique for various
parametric models and to assess the goodness of fit of a parametric analysis. Since
there is a lack of understanding of the disease mechanism, we cannot give a
specific parametric description. A non-parametric estimation is therefore helpful to
estimate the incubation period distribution. But, fully nonparametric joint estimation
of the time of infection and incubation distribution in prevalent cohorts will lead to
non-identifiability because there is no information about infection available prior
to the first recruitment date. To overcome this difficulty, we can estimate a prior
infection distribution from external data.

Bacchetti and Jewell (1991) proposed to use external information to estimate o sero
conversion distribution. This can be used to estimate non-parametrically the
distribution of incubation time from sero-conversion to AIDS diagnosis. This approach
addresses identifiablity and makes full use of external data to provide more precise
estimates of the incubation distribution. They avoided making parametric
assumptions by using a discrete monthly time scale & allowing for a hazard rate for
diagnosis of AlIDS to be k months after sero conversion to differ for each k.

Imputation techniques

Multiple imputation is @ mode! based technique for handling missing data problems.
This technique is relevant in AIDS studies since the problem of missing data arises
at different points of time in the HIV disease process. This technique can be used to
estimate the distribution of fimes from HIV sero conversion to AIDS diagnosis. The
basis of this method is to fill in the missing values to form multiple sets of complete
dato for further analysis. The missing values are imputed by drawing from the
predictive distribution of the missing value given the observed data.

A cohort study of the natural history of AIDS can be thought of as consisting of two
separate cohorts ' '

fi) Sero-positive or prevalent cohort
(i) Sero-converter or incident cohort.

As defined earlier, the sero-positive cohort consists of those subjects who already
have HIV infection at enrolment and the sero-converter. cohort consists of those
subjects who became infected during the follow up period. One problem with the
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estimafion of the time to AIDS distribution from sero-positive cohoris is that infection
is known to have occurred prior to a given date whereas the problems in estimating
the time to AIDS distribution from sero-converter cohorts are that typically follow up
times are short and the number of AIDS cases is relatively small so that accurate
estimates of the distribution at long follow-up fimes are not attainable. Toyloret al,
{1986} and Munoz et al. (1989} attempted to solve this problem by multiple
imputation of the missing dotes of infection and the andlysis of the resulting completed
data sets. Taylor et al. (1990) used an imputation approach in which they impute
the time of AIDS diagnosis for the sero- converter cohort. They imputed evenis in
the future {AIDS diagnoses) rather than evenis in the past (HIV infection). A similar
approach by Moss et ol. (1988) showed that the immunologist profile at the latest
visit of participants in a cohort study was so poor thot they predicted at least three
quarters of the sero positive individuals in the cohort would eventually develop
AIDS. The approach used by Taylor et al, (1990) propagated the uncertainty through
the analysis in o Bayesian sense. They obtained the missing value in fwo stages:
First a parameter value is drawn from the posterior distribution of the parameters
and second, the missing value is drawn from the conditional distribufion given that
parameter value.

The data set used in the analysis was from a multi-centre AIDS cohort study in the
U.S consisting of 4954 homo sexual or bisexual men recruited in four cities between
April 1984 and March 1985, Each participant was scheduled to return at six
month inferval for laboratory tests, physical examination & completion of a
questionnaire. They used the following seven factors: HiV antibody serology tests,
ELISA and western blot test, T-helper cell percentage, platelet count, hemoglobin
count and the age. The diagnosis of AIDS was not obtained from semiannual visits
but rather through contact with the pa rticipant, his family, friends or physician. In
defining the interval of sero-conversion, an HIV western blot antibody test is positive
if there is any defectable antibody, however weak, and clear evidence of antibody,
both ELISA and western blot, at later visits. They excluded participants with missing
covariates and sero-positive individuals with no follow up information, as well as
sero converters whose conversion interval was longer than 15 months.

Let F (V/X, g) denote the distribution of times to AIDS measured from enrolment
time for the sero-positive group, given covariates X and parameter g and 4 and
cov (§) are the MLE and their covariance obminéd from the observed information
matrix. A large sample is chosen so that the posterior distribution of g can be
estimated by N {g, cov (g)).

Let V denote the residual AIDS free time if § =0 (i.e., the time from last follow up
to AIDS) and V = 0if § = 1 which implies T = U + V.
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The basis of the method is to estimate the distribution of T for the sero converter
group with the use of the approximately known values of U and information on the
distribution of V obtained from the sero- posmve group. The imputgtion fechnique
is used to complete the data.

Avcfue of Vis drawn from the estimated F given the values of the covariates ot the
last visit on each sero-converter who had not developed AIDS. This value is added
to the known value of U. Standard survival analysis techniques are used to estimate
the distribution of T, The whole procedure is repeated several times and the results
are combined. The parametric model used for F is an accelerated failure time
mode! with lognormal distribution. Thus,

LogV, = 90"'29kxik+°' €,
=

where V is the residual time to AIDS.

X, is the k" baseline covariate measured on the i person; @, ¢ are the parameters;
e has a Gaussian distribution. This model gave a better fit to the dota than other
models in which e was logistic gamma or Weibull. The covariates used were {t—
helper cell percentage)”, platelet count, hemoglobin count and age. They restricted
attention to at most four covariates. They also found that the above combination,
gave the largest maximum log likelihood. A major assumption implicit in their
study was thot distribution of times from infection to AIDS is constant over
chronological time. Incubation period may be lengthening because of greater
availability of effective treatments.

Rubin (1986) gave this standard imputation approach, which was slightly modified
by Taylor et ol. (1990}.Other studies like that by Eyster et al.(1987), Curran et af.
{1988) & Munoz et al. {1989) also gave similar results. The general result was that
less than 3% of sero positives develop AIDS within 2 years of infection, about 11-
32% will develop AIDS within 4 or 7 years of infection. Medley et of (1987), Gieseke
(1988) have shown that the effect of other factors particularly age and mode of
transmissions may be important in extrapolation of the incubation distribution.
There is evidence of lengthening of incubation tirmes due to greater ovosiablhfy of
partially effective treatments,

Brookmeyer and Gail (1987) found that there are known biases in the analysis of
dota from sero-positive cohorts. With use of enrolment data as time zero when
natural zero time is the unknown data of infection. They also found that while
estimating the distribution of times to AIDS from a cohort study, we must consider
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the statistical distribution of length biased sampling & left truncation. The key
components of any mode! for imputation are: '

i) The stochastic properties of the marker variable as disease progresses.

i) The manner in which the hazard for AIDS onset is related fo sample path of
the marker. '

iii)  The manner in which covariates affect (i) & {if)

Berman (1990) and Kanazawa (1991) also did some work on stochastic models
for t4 helper cell counts & their use in estimating unknown times of infection but
methods to investigate the relationships of covariates to the length of incubation
period based on prevalent cohort data remains to be fully developed.

Interval censored data

Most statistical methods used in the analysis of survival data assume that the event
that defines the start of the survival is known but the event that determines failure
and hence the survival time is censored. Most of the data used in cohort studies
are right censored, due to loss of follow-up, death by competing risks or study
cutoff. Models for right censored data assume the origin of time scale to be known
but the data of sero-conversion is not usually known exactly. Depending on the
study design and entry criteria, a cohort study may contain prospectively and
retrospectively identified sero-converters as well os sero-prevalent cases that can
be defined as under:

i} Prospectively identified sero-converters have a last sero-negafive and firs
sero-positive test result both obtained during follow up. :

i) Retrospectively identified sero-converters are sero-positive at entry but they
have an earlier date of which they were sero negative for example, through a
test result obtained from stored blood samples.

it}  Sero-prevalent cases are already sero-posifive at their date of entry into the
study.

In addition, there may be persons who are sero-negative until the end of follow up.
Thus the date of sero-conversion can be left censored, interval censored or right
censored but is hardly ever observed exactly. The time between infecfion & sero-
conversion appears o be quite short {1-3 months) compared with the latency
between infection & AIDS. :
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Doubly Censor_ecl Data

This refers to the data in which the inifiating and terminating events that determine
the incubation period are censored in the same individual. An example could be of
hemophiliacs who became infected with HIV because the blood factor they received
was contaminated with HIV. Since the blood samples from these individuals are
periodically collected or stored, they can be retrospectively tested to determine a
time interval during which the infection occurred. Since the incubotion period between
infection with HIV & development of AIDS can be very long, many of the hemophiliacs
infected this way still have not developed AIDS.

Geskus {2001) considered five different methods for doubly censored data. They
are:

{a) MID- midpoint impulation in which we impute the mid point between iast
negafive and positive test as the date of seroconversion. The incubation period
is estimated via methods for the right censored data.

{b} EXP: Conditional mean imputation in which the expected date of
seroconversion, based on G {where G refers to the estimate of the
“seroconversion distribution) conditionally on date of last negative and first
positive test. Incubation fime is estimated via methods for right censored data.

{c) RAN: Multiple impuiation in which the date of seroconversion’is imputed
based on a random draw from G and conditionally on his date of last negative
and first positive test. Incubation period is estimated via methods for right
censored data. This procedure is repeated several times and the average of

results is considered.

{d} LIK: Maximum likelihood with fixed seroconversion distribution in which one
maximizes the likelihood in F with G fixed.

(e) FULL: Full likelihood procedure in which the likelihood is maximized with
respect to both F and G simultaneously. ‘

The methods MID, EXR RAN are all based on imputation of a date of seroconversion
after which methods for right censored data can be used for estimation of F.

These methods were applied to data from the Amsierdam cohort studies on injection
drug users and the resulis were compared. Survival estimates diverged to some
extent. They concluded that conditional mean imputation gives almost unbiased
estimates and multiple imputation yields estimates which are biased downwards.
FULL does not yield better results than EXP with respect to the incubation time
estimate although the estimate of seroconversion distribution was better in this
approach.
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3. Stage Specific Markov Model

Data available on the progression of individuals to AIDS are generally arranged in
cohorts of persons who were recently infected or whose serum specifications were
found to be positive (Joffe et al; 1985). Kay {1986) fitted a staged stochastic model
to such cohorts with use of Maximum likelihood methods & then used the fitted
models to estimate the probability density function of AIDS incubation period. Persons
who are infected with HIV progress through various stages of infection (Redfield et
al. 1986, Seligman et al. (1987), Hethcote, (1987, 1989).Longini et al, (1989,
1990) gave a natural model for this progression by a sequence of five phcses:

i)  Pre-ontibody: a person is infected but not antibody sero posmve some persons
have acute illness in this phase.

i}y Antibody: sero positive but csymptomoﬁc

iii) Symptomatic: a person develops an abnormal hematologic indicator
iv) Clinical AIDS

v)  Death due to AIDS

The progress towards AIDS coincides with a decline in the number of CD4
lymphocytes and thus CD4 cell count intervals can be used as stages and the
progression through these stages can be measured. The authors have used a
continuous time Markov model to model the decline of CD4 cells in HIV-infected
_ persons. The following table presents the estimated values of transition rates ()
along with the mean waiting times in each stage # .

Estimated values of y and mean waiting time # in each stage of infection with no
cofactors.

Stagei | CD4 cells | - Transition Mean waifing Cumulative wditing
count Rate y, time & in years time in years
interval in months ' '
1 > 8§99 0.0764 1.1 . 1.1
2 700-899 0.0665 1.3 2.4
3 500-699 0.0499 1.7 4.1
4 350-499 0.0429 1.9 6.0
5 200-349 0.0408 2.0 8.0
6 1-199 0.0529 1.6 - 9.6
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The transition rates between the stages 1-6 were estimated from data on 1796 HiV
- positive individuals in United States army using a cortinuous time Markov model.
They used a persistence criteria that two consecutive measurements are needed to
confirm a true reduction in CD4-cell count. This is because CD4-cell levels in
individuals can vary due fo measurement error & changing physiological conditions.
The estimated mean time from sero conversion to when the CD4 cell count is
persistently below 500 is 4.1 years, the mean fime until it is below 200 is 8.0 yrs
and the mean waiting time from sero conversion fo AIDS diagnosis is 9.6 yrs. The
dota were also analyzed for three age groups <25, 26-30 and > 30. The progression
rates were the same for CD4 cell counts 2500 and the two older groups progressed
fuster when CD4 cell counts < 500. The above authors modeled the progression
of an infected individual through the stages of infection and ultimately to death as
a time-homogeneous Markov process in which the stages (i) - (iv) are transient
and stage (v) is an absorbing state.

4. Application of incubation Period in Back
Calculation

Back Calculation {BC) method is o method in which the number of AIDS cases can
be projected from those already infected with the AIDS virus. This projected number
can be considered as the lower bound as this number will be expected even if there
are no future infections. It presupposes the knowledge of the incubation distribution
among the infected that can develop AIDS. No assumptions are required about the
number of infected individuals or the probability of an infected individual eventually
developing AIDS. This method does not account for further infection cases but can
produce accurate short-term projection because of the long incubation period. In
this procedure, we calculate “back’ from AIDS incidence data to the numbers
previously infected. Brookmeyer & Guil found that the short-ferm projections are
not very sensitive to assumed incubation distribution and the parametric model for
density of infection times as long term projections. This method is illustrated briefly
as follows: ' ' ' o :

The BC method depends on 3 key components:

{1) HIV infection density
(2} Incubation distribution

(3) Observed counts of AIDS cases over time.
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The method can be described using the following notations:

T,: Beginning time of the epidemic

T,T,......T,: Calendor dates

(TH' T,i=1...L Non overlapping intervals of time

X;: Number ot AIDS cases diagnosed in the jth interval
X

1+1. Number infected before T, but not yet diagnosed.

Schematic representation of available data (X.... X, used to estimate X _ | is the
following:

TO /Tl T2 TL-I TL \ TL+1
Xl x2 xL X L+1 |

Let N denote the total number diagnosed upto the year L+1. Then,

L+l

N=ZX.' .
i

X, 10X, are known from the records whereas X, , is to be projected. The vector of
counts X={X X,,...,.X, X ,,] has a multinomial distribution with unknown sample
size N and cell probabilities i.e, P= [P,Py....P, 1-P] where P'mOP,. .

If P.is the probability that a susceptible individual infected before yearT, is diagnosed
in the jih interval, then, P.= |U(s)[F (T-s /s)-F (Tf._,-s/s) dsj, where F (.) denotes the
incubation distribution i.e. F {t) =Pr (AIDS diagnosis occurs within time ). This
distribution depends on the time of infection $ and F (t/s) =0 for all t<0 and all §.
I{s) is the infection curve which represents the probability density function of the
infection attime S for N individuals. The external information on F (.) together with
the observed [X, X,,...,X] is used to estimate | {.). The density I(s) is assumed to
come from @ parametric family with unknown parameter g@. The multinomial

likelihood is maximized to obtain joint estimates of N and 8. Dempster et o (1977)
used EM algorithm to obtain these estimotes. A short-term projections of cumulative
AIDS incidence up to the future year T, is then given by

IX + N[ l(s:q) {F (T, -5)-F (Ts)] ds.
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This is an MLE and gives lower bound for the future AIDS counts under the assumption
that no new infection occurs after T,.

The discrete version of back-projection method given by Chau et of is as follows:

Let t=1,2,...t be the time units for the data. It is assumed that before i=1 the
disease has not yet appeared and # is the latest time where reliable data can be
obtained. In the analysis t is then taken to be 22(i.e the year 2000). Any convenient
time unit, such as o year or quarter, can be adopted. In this paper, the authors
used yearly numbers,

The yearly mean incidence of AIDS 1, can be expressed in terms of the yearly mean
incidence of HIV 2, by the convolution equation

Lo
Hy =Z ﬂsﬁ—s,s
saf
where f, is the probability function of incubation period of length d starting in the
years:

Using the EM algorithm, estimes of the HIV incidence are updated by

riL+1] et 14d
A =(3'lr' /Fr—l‘,l') /Z O fd.r /Z J'rm ﬁ'+d—1,i
=i

d=0 i

where f_,,= ;:o f,+ and a, denotes the observed number of diagnosis AIDS in

time unit . A smoothing step is applied to give the updated estimated 4 1+1],
t=1,2,..1

A modified back-projection method using HIV diagnosis data employs the same
mechanism as the original method, except that i, *, the yearly mean number of HIV
positive diagnoses are use in place of 14, in the equation. Let D’ be the incubation
period diagnosis and ', be the corresponding probability function. Therefore, the
modified convolution equation becomes

! .
ﬂ;=z j’sf’{»s,s .

s=l

As suggested by Cui and Becker {2000}, the hazard function for HIV diagnosis can
be expressed as an additive model through the hazard function for AIDS, 2 (x/u).
It is assumed that there are two sources of hazard for the individual to have HIV
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positive test, performed because of illness, whereas routine fests are tests performed
otherwise, regardless of health status. The hozard function r'{x/u} of an individual
infected in the year u for having a positive HIV test is

p{x/u)=v +yp(x/u}if x+uzr, and 0 otherwise,

where tis the time when HIV diagnostic tests become available and n denotes the
constant hazard from routine tests faced by an individual. The symptom-relaied
testing is assumed to be proportional to the AIDS diagnosis hazard through the
proportional coefficient y . Parameters v and y are assumed to be known from
other studies. Then the EMS algorithm is applied in the same manner as the original
method, with a window of width 3 for the smoothing step. The corresponding
weights are given by w =w,=0.1 and w,=0.8. An adjustment is also made fo
allow for the zero hazard in the early years.

5. Discussion

Estimation of the incubation period of AIDS is an important field of research in the
studies of HIV/AIDS, which is considered to be a global health problem. There is
an urgent need for more accurate forecasts for the future course of the epidemic.
The incubation period of AIDS is o unique feature of this disease, which can be
modeled using various statistical techniques. There is a change in the length of
incubation period in the past decade due to the effect of retroviral treatments. This
paper focuses on the incubation period for prevalent cohorts, for transfusion-
associated cases and for censored data. Of these, the estimation for prevalent
cohort and for censored data is of unknown time origin and transfusion associated
cases are refrospectively ascertained. Statistical models, either parametric or
nonparametric, can estimate the incubation period distribution more efficiently.
Parametric estimates have usually used @ Weibull or a gamma distribution, Data
from prospective study of seroconverters clearly show an increasing hazard for
several years following infection. Rates of progression to AIDS are very low in the
first 2 years after infection and increase thereafter. The Back Calculation method is
a very important method for projecting the size of the epidemic, The median time
from HIV to AIDS is about ten years in developing countries. No estimates of
incubation period for Indian dota are available. Estimation of incubation period
for different modes of spread is also not available ot the present. Further, there are
some difficulties in applying the method of Back Calculation to Indian data.
incubation period and its distribution play a key role in most of the statistical
studies of HIV/AIDS. Thus, their accurate estimation is very important. in coses of
prevalent data where the time of infection is unknown, non-parametric and
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imputation techniques are suitable. For interval censored data, various imputation
techniques have been suggested. For transfusion associated cases, it has been
found that the non-parametric approach has been more appropriote. A natural
. model for progression to AIDS can be based on 14 cell counts as these counts form
an important marker for disease progression. Also, since the spread mechanism of
the virus in the four modes of transmission is different, there is @ possibility that the
incubation period may vary from one mode of spread to another. Once the estimation
ofincubation period is available mode-wise, BC can be adopted for different modes
separately for accurate projection of aids counts. These estimates in turn help
adequate planning for providing health care to the needy.
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