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ABSTRACT 

In the modern world, the current state and course of 
economic development and growth are determined by the 
fortunes and vagaries of the stock markets. In this 
research study, the authors provide a model that can aid 
in making reliable and error-free predictions of stock 
market trends. The research's described approach uses 
sentiment analytics based on financial news and past 
stock market patterns. The suggested model can provide 
more accurate results because it examines information 
from numerous news sources as well as the history of 
price development of specific equities. The proposed 
structure has been used to forecast stock market patterns 
that incorporate sentiment analysis taken from news and 
previous stock market patterns to provide more precise 
results from a variety of news data and the history of the 
price up and down of specific equities. The model shown 
here has provided a two-step process. The Naive Bayes 
algorithm has been utilized in the initial step to assess text 
polarity and determine the general mood of news data 
gathered and received. The next stage involves 
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forecasting future values of stocks using evaluation 
findings on text polarity and historical stock value 
movement information. A novel idea known as the KNN-
LR Hybrid algorithm has been introduced to achieve 
better outcomes when evaluating the accuracy and 
efficacy of other machine learning algorithms. 

Keywords: Bombay Stock Exchange (BSE), Logistic Regression, 
KNN-LR Hybrid Classifier, Naïve Bayes Algorithm, Particle Swarm 
Optimization (PSO), Sentiment Analysis, Stock Market, Support 
Vector Machine, social media, Twitter.  

Abbreviations: Bombay Stock Exchange (BSE); Particle Swarm 
Optimization (PSO); K-Nearest Neighbour Algorithm-Logistic 
Regression (KNN-LR); Knowledge Discovery from Data (KDD); 
Sentiment Analysis (SA); Support Vector Machine (SVM) 

I. INTRODUCTION 
The changes impacting the economy and financial concerns can 
cause stock values to soar skyward or fall precipitously in today's 
age of globalisation and Internet expansion on a scale that has 
never before been seen and may not have even been conceived a 
few decades ago. Global economies depend on stock markets and 
fluctuations in share values across major trading in US, Europe, 
and Asia as well, stocks are closely watched, and share markets are 
meticulously studied. Wall Street in New York City, USA, is where 
stock and share trading first started [1].  

The challenge with deterministic approaches to stock market 
studies is that there are numerous intricate concerns that are 
influenced by politics and public opinion [2]. According to 
research, investor sentiments may prove to be a key consideration 
when making decisions. Investor feelings are crucial when it comes 
to the stock market and the movement of share prices [3]. Although 
investors may be more willing to take risks in some parts of the 
world, they rely on their purchasing or selling [4]. News that affects 
investor attitudes can spread quicker than ever because of the 
development and widespread use of the Internet and digital social 
media [5]. Researchers have discovered that weblogs and Twitter 
feeds have a substantial impact on noise trading. The consensus 
among academics and industry watchers is that anticipating share 
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prices is the key to optimising returns on stock market trading [6]. 
However, predicting the direction that share values will move is an 
important area for research that affects not just academic but also 
global economic interests [7]. 

A. Twitter: A Data Source 

Twitter has rapidly risen in popularity among digital social media 
platforms. Every day, many users from all around the world 
publish and exchange enormous amounts of information on this 
digital social media network [8]. Twitter is an attractive platform 
for researchers to conduct their research because user-posted 
messages can include not only photographs but also geographical 
locational information with embedded timestamps [8]. Twitter, 
which had a user base of more than 300 million people globally in 
2015, enables communities to form around shared or similar 
interests in any location. Many academics believe that Twitter can 
perform better than any other source of data [9]. According to 
studies, there is no other website like Twitter for microblogging. In 
one survey, researchers came to the conclusion that 74% of online 
adults used digital social media, such as Twitter, 2014. Because of 
this, a greater understanding of how to extract and infer user 
sentiments from Twitter feeds or messages is necessary [10]. 
Twitter data mining has the potential to be used for research and 
social experimentation. Researchers' tests using Python and 
Twitter's API in a study [11] have shown that SA, in relation to 
stock market up-down, is a useful strategy for comprehending 
current happenings that do influence depositor behaviour. 

B. Analytical Approach For Evaluation of Tweets 

Despite not being particularly novel, researchers have successfully 
used Twitter data to analyse sentiment. Researchers have 
discovered that sentiment patterns can be mapped and represented 
using unsupervised classification algorithms in work [12]. 

In this instance, the researchers assessed the emotional content and 
mood of tweets using the Latent Dirichlet Allocation method. In 
our study [8], scientists suggested a model on Nave Bayes do 
sentiment evaluations using data from Twitter. The results of the 
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trials carried out using this method suggest that stock value swings 
based on Twitter feeds and news editorials are likely to occur. 

C. Data Mining 

Data mining is used as a method for forecasting stock market 
movements. With good reason, it has also been referred to as 
knowledge discovery from data [13]. Predictive and descriptive 
jobs can be broadly divided into two categories when using data 
mining. Identifying and classifying the properties of the data under 
analysis is the purpose of descriptive tasks. On the other hand, 
predictive tasks use analyses of existing data to produce 
conclusions[14]. 

D. Predictive Approach Uses 

We approach the topic of predicting stock market trends using 
categorization analysis and predictive tasks. We have taken into 
account Naive Bayes classification, Logistic Regression (LR), 
Support Vector Machine (SVM), and K-Nearest Neighbour (KNN) 
classification for our proposed solution and studies. We examine 
these techniques, develop an ensemble strategy to develop our 
suggested model, and then provide the findings of our study in this 
publication. 

II. RELATED WORK 
Sentiment analysis (SA) entails examining online data and 
classifying the text included therein. The goal of SA is to be able to 
determine an author's preferences with regard to any subject, 
including literary, political, social, and sports topics. SA can have a 
positive, negative, or neutral outcome [15]. For data mining, 
researchers have employed a variety of methodologies [16]. Naive 
Bayes classification, Support Vector Machine, Logistic Regression, 
and K-nearest-neighbour classification are the most well-known of 
these methods. A hybrid technique can be used for SA. 
Unsupervised learning and supervised learning are two categories 
of machine learning. In studies, supervised learning techniques like 
Naive Bayes classification and Support Vector Machine (SVM) are 
frequently utilised [16]. There are so many data classifiers like HRC 
and FRC [47][48] which are strong enough in complex Fuzzy data 



Biswas, Ghosh et al.                  A Study of Stock Market Prediction… 

93 

 

analysers but due to small data set issue we have compared and 
analysed with SVM, KNN,LR, and Naïve Bayes classification. 

A. Particle Swarm Optimization Technique and Support Vector 
Machine 

The necessity of developing a suitable approach for classifying data 
because accuracy is a factor to be taken into account when 
generating predictions. Support Vector Machines (SVMs) have 
been demonstrated to improve prediction outcomes in a study [17]. 
Researchers [18] have found that SVM is a cutting-edge machine-
learning technique that can aid in sentiment classification. The 
Particle Swarm Optimization (PSO) method and SVM were both 
employed by the researchers to categorise the feelings expressed in 
Twitter movie reviews. The researchers Kennedy and Eberhart 
created PSO, a type of searching algorithm, taking cues from the 
way that fish schools and birds swarm. The foundation of PSO was 
the cooperative nature of birds in their search for food or nesting 
[20][21]. It is difficult to manually go through the massive amounts 
of text that are posted in social media news feeds and tweets. 
Researchers [22] have noted that automating data mining is viable 
at the aspect, document, and sentence levels when evaluating the 
best approach. A proposed model by the authors of the paper [22] 
is based in conjunction with a syntactic approach. Their tests 
showed that the proposed approach produced an accuracy of 
78.04%, which was an improvement of almost 6% over the Part of 
Speech (POS) method on the annotated data set. 

B. The Hybrid Method using SVM and PSO 

Researchers generally use supervised data mining techniques in 
their work [23] shown in their study where they suggest a Nave 
Bayes classifier-based method to identify moviegoers' feelings from 
internet reviews. In these situations, opinion mining that leads to 
SA or text mining of web pages becomes extremely important [24] 
and realised the necessity to improve SA approaches and presented 
an SVM algorithm paired with the PSO technique.  

The authors' research has shown their recommended approach for 
SA produced results with a great deal more precision and accuracy 
than the SVM approach alone. A hybrid strategy utilising SVM and 
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PSO offers strengths, according to the authors of a comparable 
study on text mining approaches [25]. The capacity to categorise 
sentiments into two groups: negative sentiments and positive 
sentiments, according to experiments carried out utilising their 
proposed model. 

C. Natural Language Processing 

However, from the perspective of some researchers, the vast 
majority of SA-dependent systems [26] refer to as the "bag-of-
words" concept. The authors claim that because of the reliance on 
traditional machine learning techniques like Naive Bayes, SVM, 
etc., can result in inaccurate and frequently subpar outcomes. The 
classic ML algorithms have a history of bias. The authors suggest a 
model based on Natural Language Processing (NLP) and the 
inclusion of semantics in their model address the shortcomings of 
conventional ML techniques. Their paper illustrates the results 
achieved using their proposed model and shows that it is possible 
to gain an improvement by at least 3% over the “bag-of-words” 
method of classification during text mining. 

D. SVM by Tuning the Parameters 

According to another group of researchers, the predictions of the 
outcome that were made were to be accurate in the majority of 
cases. The performance of data classification using SVM, according 
to the authors [27], is highly needy for fine-tuning assured sets of 
values. Model selection is another name for parameter adjustment. 
Although all linearly separable issues can be solved using linear 
SVMs, this is not always the case to make it possible to identify and 
choose the parameter set that most closely meets the requirements. 
The resulting parameter set is then used to create the classifier by 
applying it to the training set of data. To obtain generalisation 
precision, the created set is used for a specific set. Similar 
arguments have been made by researchers [28], who claims that 
while SVM is a classifier that has been widely applied, its main 
drawback is that the user must provide regular cost parameters 
and kernel parameters. While that is not a significant issue, the 
authors explain that the choice in selecting cost parameters is 
critically important. The authors propose an algorithm that creates 
a complete path of SVM solutions corresponding to each cost 
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parameter value. The authors add that that leads to the same 
computational cost as would be required for just a single SVM. 
Researchers [29] have proposed a strategy incorporating active 
learning to enhance the performance of SVMs. The authors provide 
a concept known as "version space" in their suggested method for 
improving SVM performance in inductive and transductive ML 
scenarios [30]. 

III. ALGORITHM STUDY FOR PROPOSED WORK 
In this segment, we discuss and depict the algorithms in our 
suggested technique to evaluate which of them is more optimal. 
We also demonstrate how the construction of our suggested model 
that can be aided by the induction of better-performing algorithms. 
Prior to examining classical algorithms,we present a flowchart 
representing the underlying approach of the traditional model 
deployed for sentiment analysis as illustrated in Figure 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Flow diagram of the classical paradigm used in sentiment analysis 
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A. Naïve Bayes Classifier 

Author in [31] has shown that notwithstanding its independence 
assumption that is unrealistic. In situations when either 
independent or dependent features are present, the Naive Bayes 
classifier does a good job of finding solutions. While the authors 
believe that the former is to be expected, the latter is not in line 
with what people often expect from this classifier. Studies [32] 
show that the Nave Bayes classifier performs better than 
comparable ML algorithms when used in social media. In a 
different study, the authors [33] found that using the Naive Bayes 
classifier to examine market-influencing elements significantly 
improved their ability to predict stock market movements. The 
following is how a Bayes equation (1) can be created given a feature 
and any label: 

(1) 

 

Here P(x)stands for the priori of x. 

P(y|x) signifies the likelihood of x. 

P(y) refers to predictor prior probability. 

The equation (1) can also be expressed as follows: 

                            (2) 

A two-step approach involving Naïve Bayes Classifier is proposed 
and explained in Figure 2. In the initial phase, inputs for training 
are accepted. These are then forwarded to the computation phase 
to obtain the expected outcome. 
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Fig. 2. Architecture of Naïve Bayes Classifier. 

B. Logistic Regression 
When there are typically just two possible outcomes for answers, 
the logistic regression (LR) model is frequently utilised. Even 
though it is possible to use LR models in situations where there 
may be more than two events, these are often less frequent [34]. The 
capacity of the LR algorithm to identify which of the factors being 
evaluated has a high probability is a key benefit. LR can also help 
in determining the size of a potential influence [35]. 

In the following section, we describe the logistic regression method. 
Assume X and y are datasets that have two possible results. The 
result is either yi=1 or yi= 0 for every occurrence xi in X. An instance 
xi is called positive class if outcomes yi=1 while instances are called 
negative class if outcomes yi= 0. 

We proceed to construct a regression paradigm that distinguishes 
an occurrence xi as a negative or positive group. The function is 
initiated to set up a concluded-form dominion among a set of 
features. The expression is denoted in equation (3). 

 



Mapana - Journal of Sciences, Vol. 22, No. 1                              ISSN 0975-3303 

98 

 

                                       (3) 

 

A dominion from (3), the optimum set of factorβ is defined by 
extending 

                                                            (4) 

 

Or, in conventional representation 

 

     (5) 

 

Defining ideal factorβ* is called the training set. For an undetected 
instance x, and an optimum set of factorβ*, it can be classed after 
computing the (3).  

If P (y=1| x, β*) ≥ 0.5, the instance x be considered as positive, else, 
it is considered as negative.  

Here in Fig. 3 the basic architecture of Logistic regression is 
described where the inputs are taken as an array of data and then it 
is forwarded to the 3-phase computational function stage:  

-net input function,  

-activation function,  

-unit step function, 

and the expected output is generated. 
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Fig. 3. Architecture of Logistic Regression. 

C. Support Vector Machine 

A kind of supervised machine learning model are called support 
vector machines, often known as support vector networks [36]. This 
kind of classifier is frequently used. SVM is a non-probabilistic 
binary sort of linear classifier, according to researchers. 

Support Vector Machine is one of the simplest linear classification 
techniques. It is based on the segregation of several classes by the 
determination of a hyperplane that can best optimise margin 
among various classes. We have outlined the SVM approach in the 
part that follows. In most cases, n vectors xi will be joined to form 
the data. Each xi will additionally have a value yi that will indicate 
if the element is a member of the class (+1) or not (-1). 

It is to be noted that yi   can only have two possible outcomes of -1 
or +1. Moreover, most of the time vector xi results in being 
associated with a lot of dimensions. It can, therefore, be suggested 
that xi is a pp-dimensional vector if it has p-dimensions. In the 
example dataset considered, it is composed of a set of n couples of 
elements (xi, yi). 

The more formal definition of an initial dataset in set theory is: 
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                (6)                

In the following figure Fig. 4, Support Vector Machine is composed 
of inputs that are forwarded into 3-layer phase stage following 
which output is generated. 

 
Fig. 4. Diagram of Support Vector Machine 

D. k-Nearest Neighbour Algorithm (KNN) 

According to the description, the KNN algorithm is a non-
parametric approach used in classification and regression exercises 
[37]. The k closest training examples constructed in feature space 
serve as the algorithm's inputs. 

KNN is a learning algorithm based on supervised method where 
the output of a new illustration is categorized and it depends on 
the bulk of K-NN classification. This classification ignores any 
prototype for adaptation and is based only on memory. For the 
purposes of our experiment, we assume that all occurrences with m 
attributes are considered like two classes such as +ve or -ve class. 
Specified a query casexq,the training samples would be nearby to it, 

which is denoted by are found. By , and by , 

positive and negative instances sets in are designated 

disjointedly. If |  |>|  |, xq is considered as +ve 

class; else it is considered as -ve one. At the same time, KNN can 
easily be adjusted to predict continual-valued objective functions. 
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To achieve this, we algorithm ascertains the probability of the 
positive class is corrected with the subsequent equation.  

                   (7) 

In the following Figure 5, the basic block diagram of K-NN 
Algorithm is described where input data are forwarded to 2-phase 
computational function stage (transfer function, activation 
function) and the output is generated. 

 
Fig. 5. Architecture of k-Nearest Neighbour Algorithm 

In Table 1, we compare the characteristics of the algorithms 
previously described. 

Algorithms Characteristics 

Naïve 
Bayes 
Classifier 

In case the conditional independence of the 
Naïve Bayes algorithm is satisfied, the error 
values are comparably lower with comparable or 
even marginally well effective than competing 
discriminative models. 

It supports binary and multi-class classification 
problems. 

Naive Bayes is taken when the characteristics are 
mutually independent and have limited training 
data. 
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Algorithms Characteristics 

Naive Bayes is dominant in text classification, 
spam filtering, recommender systems, etc., and 
also handle irrelevant features. 

Logistic 
Regression 

It is a trouble-free, speedy, and basic 
classification process and could be applied in 
favor of multiclass classifications too. 

The derivation function is constantly curved. 

It could not be operated on non-linear 
classification problems. 

The precision of LR model are tampered by Co-
linearity and outliers. 

Support 
Vector 
Machine 

SVM uses a core approach to resolve 
complicated results. 

A convex optimization function is used by SVM, 
because of which global minima are forever 
attainable. 

The pivot shortfall gives greater precision. 

Outliers could be sound controlled by constant 
C, which is a soft margin. 

k-Nearest 
Neighbour 
Algorithm 

It is an effortless and facile machine-learning 
model. 

k should be carefully chosen. 

Huge computing amount in runtime if the 
sample size is bulk. 

In this method appropriate scaling should be 
offered for good remedy amid features. 

Table 1: Comparison of characteristics of different ML algorithms. 

IV. THE PROPOSED MODEL 
We have obtained effective results by using the algorithms KNN 
and LR in our paper. However, there are certain disadvantages 
associated with both LR and KNN algorithms. 
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First, the logistic function of the parameters has been defined. The 
relation is supposed as repetitious. This postulation, though, is not 
constantly correct in actual conditions and may depreciate 
classification precision.  

Second, LR desires definite variables pre-processing. Steady and 
precision logistic regression prototypes are endangered in these 
situations. 

Third, KNN is comparatively slower than Logistic Regression. 

To defeat this type of difficulty, hybrid models means a 
combination of logistic regression and neural networks have 
exhibited and named KNN-LR(Hybrid) algorithm for effective 
results in stock market sentiment analysis [38, 39]. 

A. The KNN-LR (Hybrid) Classifier 

D is a mapping, which is a binary classifier such that, D: Sm→ [0, 1], 

Here Sm is an m-dimensional value, which contains a real number. 
D(x) could be regarded by a probability function for a vector x ∈Sm. 
The value of D(x) is the probability such that x is considered as 
positive. In this article, we will find D which will be found by a 
grouping of K-NN, and LR both. Let K and L be the mappings 
composed by K-NN, LR both correspondingly, A new assigned 
mapping D, formation of K and L, is taken by us such that D =L.K. 
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Fig. 6. Architecture of proposed model KNN-LR (Hybrid). 

A training data set  is given in m-dimension and 

 be a set of labels. our aim is to form a 
hybrid data classifier D, made up of a KNN classifier K: Sm → ℜm 
and a LR classifier L: ℜm → [0,1]. The two steps that could be taken 
to reach this goal are depicted in Fig. 6. X is first transformed into a 
new data set K(X), which is made up of a collection of m-
dimensional real vectors, and K is then taught by the data set X, Y. 
A vector in K (X) with a greater vector norm also has a better trend 
towards the positive class when y = 1. K (X) trains LR classifier L in 
the second step. The KNN-LR training algorithm is described in 
pseudo-code in Algorithm 1. 

 

We assume that a random instance x, which is labeled by the 

feature vector , where ar(x)represents the 

value of the feature of occurrence x. Herewith,X is a training data 
set which has m features could be distributed into m number of 

data sets  by features. Any number of 

divided data sets are used with KNN, and the instances of these 
data sets converge to points in the one-dimensional space. Each 
KNN classifier is linked to a different, unrelated data collection that 
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is utilised to implement classification. Using the training data set 
ar(X) and the value of the rth attribute of instances x, we can 
calculate the likelihood of a perfect positive class x(7). A real value 
objective function k r (ar (x)), log odds rate of p (ar(xr)), is in the 
form: 

(8)        

The description is vital to pursue the nearby neighbours of an 
occurrence. The distance linking the identical characteristic of two 

occurrences xi and xj is stated to be  where equation 

(9) and equation (10) for continuous-valued attributes and 
categorical-valued attributes respectively. 

                                    (9) 

           (10) 

We assume that the present value is extremely distinct from absent 
attribute values. If they are both absent, then 

produces 0. The unspecified parameter β in (9) is 

assessed by the changed training data set. The subsequent KNN-LR 
(hybrid) classifier, which is represented by equation (11) 

                                                    (11) 

In this division, we explain in detail how our proposed model 
functions. We first present the flowchart as seen in Fig.7 before 
getting more into its characteristics below: 
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Fig. 7. Flowchart of proposed model 

B. Data Description 

We used news from the Yahoo! Finance website and data gathered 
from Reddit.com, a US social news website, for the purposes of our 
research. The majority of the content sets were compiled from these 
two sources. Every day, news articles on the company and stock 
information were gathered. To help in forecasting future stock 
market rates, stock prices when opening, highest and lowest prices, 
as well as closing values were also gathered. 

News headlines over the period of March 2019 to September, 2019 
on Reddit News are extracted using the Spider Anaconda 
application. Spider Anaconda application is a python application 
that helps us to extract news headlines from reddit.com. The 
headlines were collected using Python and stored in a .csv file 
which is again transferred to a .csv file to apply the algorithms. 
Stock opening and closing prices of BSE (Bombay Stock Exchange) 
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from March, 2019 to September 2019 are obtained from Yahoo! 
Finance. 

C.  Sentiment Analysis component 

Our proposed model's component stage at this position includes an 
investigation of the partiality and bias of stock news. The 
classification is expressed as follows: in the case of news headlines, 
the goal is to categorise news as either carrying positive or negative 
attitudes. The Nave Bayes classification technique is then used to 
classify the news. The steps that make up the procedure are 
described in the section after this. 

D. Text Pre-processing 

Creating Tokens. Every news heading or financial report is now 
first broken down into language. Tokens are what these are. 

Data uniformity and equality. All words, or tokens, are changed to 
lowercase and assembled in a text to facilitate uniformity and data 
processing. 

Elimination of Non-essential Words and Punctuation. To improve 
performance and reduce the amount of features that need to be 
recorded, articles like "a," "an," and "the," as well as prepositions, 
are deleted. At this point, stop words and other punctuation are 
also eliminated. 

Stemming. To reduce document complexity by processing only 
single phrases, we remove suffixes like "-ed," "-ing," and "-ion" 
using the Porter Stemmer algorithm [40, 41, 42]. This improves how 
well our suggested model performs. 

E. Abbreviation Processing 

There is made a list of abbreviations, such as "US" for the United 
States of America and other such terms. The related abbreviations 
are then replaced with full terminology or extended terms. 

Filter Tokens. Words that contain two characters or less are 
identified and removed as part of the filtering process. Word 
vectors are represented as each word corresponding to a real vector 
in order to minimize complexity when dealing with data that 
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contains text. In Fig. 8, we have discussed a general training and 
prediction process and how it works. 

 

Fig. 8. Training and prediction process. 

F. Data Table 

We add two sample tables – one of which is Table 2 that contains 
samples of news headlines of data scrapped from Reddit.com and 
stored in a .csv file. In Table 3, sample data of value scrapped from 
Yahoo Finance of BSE are stored. 

Table 2: Sample data collected from Reddit.com. 

Sample Headlines Sentiment 

How can one safeguard investments? Positive 

What is happening with the NHAI's 
financial health? 

Negative 

Is the stock market going to fall tomorrow? Negative 

Ongoing "stimulus" from Finance Minister' Positive 

Indian investors that I should be following?' Positive 

Are the oil price set to rise now? Positive 

How to find growth potential in a company? Positive 
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Sample Headlines Sentiment 

Do we have any Intraday/Swing traders on 
this sub who make regular money from 
trading? 

Positive 

Another NBFC Altico defaulting on interest 
payment 

Negative 

Is this the end of the road for Vodafone 
Idea?' 

Negative 

Will ITC ever go up?' Positive 

Will the ban on single-use plastics affect 
FMCG?' 

 

Purchase Indian stocks, which could see 10% 
yields in the following 6 months, says Credit 
Suisse' 

Positive 

Market Value for all debt funds from April 1, 
2020 

Positive 

Are Real Estate ETFs/REITs liable to 
deemed rental income tax? 

Negative 

Essel group makes partial repayment to 
mutual fund houses 

Positive 

 

Date Open High Low Close Adj. Close Volume Level 

value 

17-09-19 37169.46 37169.56 36419.09 36481.09 36481.09 20500 0 

16-09-19 37204.56 37302.06 37028.94 37123.31 37123.31 19900 0 

13-09-19 37175.86 37413.5 37000.09 37384.99 37384.99 34300 1 

12-09-19 37330.47 37435.15 37048.67 37104.28 37104.28 27500 0 

11-09-19 37251.03 37343.46 37193.57 37270.82 37270.82 36700 1 

09-09-19 36969.48 37244.08 36784.47 37145.45 37145.45 25300 1 

06-09-19 36785.59 37012.98 36727.66 36981.77 36981.77 23000 1 

05-09-19 36821.71 36898.99 36541.88 36644.42 36644.42 27400 0 

04-09-19 36575.24 36776.31 36409.54 36724.74 36724.74 25600 1 
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Date Open High Low Close Adj. Close Volume Level 

value 

03-09-19 37181.76 37188.38 36466.01 36562.91 36562.91 23600 0 

30-08-19 37222.26 37397.97 36829.81 37332.79 37332.79 33400 1 

29-08-19 37381.8 37381.8 36987.35 37068.93 37068.93 31700 0 

28-08-19 37655.77 37687.82 37249.19 37451.84 37451.84 28600 0 

27-08-19 37658.48 37731.51 37449.69 37641.27 37641.27 36500 1 

26-08-19 37363.95 37544.48 36492.65 37494.12 37494.12 35600 0 

23-08-19 36387.68 36807.34 36102.35 36701.16 36701.16 38400 1 

Table 3: Sample data collected of stock market obtained from yahoo finance. 

V. Programming Language and Simulator 
We use Python programming language, which is a general-
purpose, high-level, and interpreted. In 1991, Python was created 
by Guido van Rossum. In terms of software development, 
academic tools, and scientific research, Python has advanced 
significantly. It places a strong emphasis on the readability of code, 
which makes it popular among software engineers and researchers 
working on projects of all shapes and sizes [43] 

Vi. Experiment and Result Analysis 
We choose a random sample of equities that are typically traded in 
high quantities for our research. Then, we gather reviews and 
comments made by others about the chosen stocks. We "purchase" 
the stock if the reviews are favorable; otherwise, we "sell" the stock. 
In our tests, stock purchases and sales are simulated rather than 
taking place in the actual market. On the data supplied in tabular 
form and organised by dates, we apply the Naive Bayes, LR, SVM, 
and k-NN algorithms. An accuracy score is created using the 
Confusion Matrix. We use the confusion matrix in the matrix (Table 
4) to compare expected values to actual group values. 

 -ve +ve 

-ve FN FP 

+ve TN TP 
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Table 4: General Confusion matrix. 

The labels are illustrated below: 

True Positive (TP): Positive tuples labeled appropriately through 
classes. 

True Negative (TN): Negative tuples labeled appropriately 
through classes.  

False Positive (FP): Negative tuples wrongly labeled as positive. 

False Negative (FN): Positive tuples incorrectly labeled as negative. 

A. Naïve Bayes Algorithm 

The confusion matrix of the Naïve Bayes algorithm is shown in 
Table 5. 

 -ve +ve 

-ve 158 1 

+ve 6 0 

Table 5: Confusion matrix for the Naïve Bayes Algorithm. 

B. Logistic Regression Algorithm 

The confusion matrix of the LR algorithm is described in Table 6. 

 -ve +ve 

-ve 159 0 

+ve 6 0 

Table 6: Confusion matrix for the LR Algorithm. 

C. Support Vector Machine (SVM) Algorithm 

The confusion matrix for the SVM is shown in Table 7. 

 -ve +ve 

-ve 156 3 

+ve 6 0 

Table 7: Confusion matrix for the SVM Algorithm. 



Mapana - Journal of Sciences, Vol. 22, No. 1                              ISSN 0975-3303 

112 

 

D. K-Nearest Neighbour Algorithm 

The confusion matrix of the K-Nearest Neighbour algorithm is 
described in table 8. 

 -ve +ve 

-ve 159 0 

+ve 6 0 

Table 8: Confusion matrix for the KNN Algorithm. 

227 tokens in total are taken into account for the analysis, which 
determines each algorithm's accuracy, are shown in Table 9 below. 
We believe that the k-Nearest Neighbour and Logistic Regression 
algorithms rank equally (NN = 3), taking into account the outcomes 
of the algorithmic evaluation. In our opinion, additional research 
using various optimization techniques may be necessary to 
evaluate comparative viability in this research direction. 

Algorithm Accuracy Score 

Naïve Bayes 
Algorithm 

95.76% 

Logistic 
Regression 
Algorithm 

96.36% 

Support Vector 
Machine 
Algorithm 

94.54% 

K-NN Algorithm 96.36% 

KNN-LR (Hybrid) 96.89% 

Table 9: Comparison between of discussed algorithms. 

From analysing the algorithms we have found the results with 
value Naïve Bayes Algorithm with accuracy score of 95.76%, LR 
Algorithm with accuracy score 96.36%, SVM Algorithm with 
accuracy score 94.54%, K-NN Algorithm with accuracy score 
96.36%, KNN-LR (Hybrid)with accuracy score96.89%. We have also 
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compared the above algorithms by using the logarithmic trend to 
get the more accurate level among the above algorithms. 

We also compare the four algorithms in Fig .9. Also, we have 
compared the above algorithms by using the logarithmic trend to 
get the more accurate level among the above algorithms. We have 
also compared the accuracy level of different Machine Learning 
algorithms. We have also shown that both the Logistic Regression 
algorithm and K-Nearest Neighbour algorithm gives better 
accuracy in sentiment analysis. We have also proposed a new 
concept KNN-LR (Hybrid) algorithm to get more accurate results. 

 

Fig. 9. Comparison of accuracy between different traditional algorithms 

E. Proposed KNN-LR (Hybrid) Algorithm 
We can employ a mixed method, which combines the logistic 
regression technique and the k-nearest neighbour algorithm. This 
hybrid KNN-LR quantifier can enhance the overall execution of the 
logistic regression in classification accuracy. 

By increasing the value of k, one can improve KNN-LR. In these 
trials, we set k = 10. The results are shown in Table 10 and a 
relationship is provided in Figure 10. Here in our KNN-LR hybrid 
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algorithm, we have used two equations for the implementation and 
prediction of results. 

   (12)        

                     (13) 

Table 10: Confusion matrix for the Proposed KNN-LR (Hybrid) Algorithm. 

 -ve +ve 

-ve 159 0 

+ve 6 0 

 

 

Fig. 10. Comparison of accuracy between different algorithms with our proposed algorithm 

VII. Conclusion 
Here in our paper four well-known machine learning algorithms' 
performances were examined and analysed while our proposed 
model was being designed and developed. We have looked at how 
well these algorithms foretell stock market patterns based on 
feedback from users. According to a comparative analysis done 
throughout the research, k-NN and Logistic Regression are much 
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more effective in returning greater rates of accuracy when it comes 
to forecasting stock market trends. Nevertheless, our suggested 
KNN-LR (Hybrid) approach provides similarly high accuracy rates 
while keeping higher performance levels to KNN and LR 
algorithms. Here our data set collected is not so large, and so for 
the next time data analysis we will use large data set for better 
accuracy of prediction. 

VIII. Future Scope 
In our paper, we have applied Confusion Matrix [44, 45, 46] to 
categorize classifiers to evaluate performance from sample data. 
We have used limited data with column values, and so if we use 
large data with more data than not only positive/negative, we can 
also analysis data in respect of weak positive or weak negative also. 
Test results indicate that while Our suggested model can increase 
forecast accuracy; more study is advised to increase accuracy across 
time and across various online news sources. 
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