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Abstract

Among the various types of cardiovascular diseases that 
kill millions of people worldwide each year, heart failure 

and anatomical factors in patients. In this study, we utilized 
a dataset comprising medical records of 299 patients, 

are also being used recently. The drawback of these ML 
methods is their inability to account for censoring. To 
incorporate censoring, especially right censoring, here 
in this article we have used Random Survival Forest 
Model, Gradient Boosted Model and Survival Support 
Vector Machine to predict the risk of death due to heart 
failure and compared their performances with traditional 

dependent AUC. At the end of the study, it is observed 

techniques in predicting risk of death due to heart failure.
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conditions affecting the heart and blood vessels. These ailments pose a 

of deaths each year. From coronary heart disease and cerebrovascular 
disease to congenital heart issues and peripheral arterial diseases, 
CVDs manifest in various forms, impacting individuals across diverse 
age groups and demographics. The chance of having heart failure 
depends on a lot of factors – age of an individual, usage of tobacco, 
blood pressure, presence of anaemia, presence of diabetes and many 
more. Understanding the complexities of cardiovascular diseases is 
crucial for developing effective prevention and treatment strategies. 

In this study, we employed the dataset named ‘Heart Failure 
Clinical Records Data Set’ which was made publicly available by 
Ahmad and collaborators in July 2017[2]. The dataset contains 
medical record of 299 patients who were monitored during their 

regression to model patient mortality. The general survival pattern 
was analyzed using Kaplan-Meier survival plots, and the functional 
form of variables was assessed using Martingale residuals. Zahid 

assessed the predictive power of the model using the Concordance 
Index. However, these articles leave room for machine learning 
approaches. In recent studies it has been found that ML models such 
as k-Nearest Neighbor, Decision Tree, Random Forest Model, Naïve 
Bayes Algorithm, Support Vector Machines can also perform well in 

this dataset by applying several biostatistical and machine learning 
concepts and eventually showed that traditional statistical techniques 

as driving factors behind heart failure. Similar approaches were also 

the ML methods applied for predicting heart disease of patients were 
similar.
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But there is one major drawback of these ML models. These 
models take the event of death as the only dependent variable and 
classify the dependent variable based on other covariates. Whereas 
the survival analysis considers the time to a particular event as the 
dependent variable. Generally, in survival data we deal with censored 
data, i.e., data which is partially known. Censoring is encountered 
when the time until an event is not observed or not accessible for 
certain study participants, often due to factors like loss to follow-up 
or the event not occurring before the study concludes. To incorporate 
censoring into ML models and to improve predictive power we need 
to modify the techniques such that they are appropriate for survival 
analysis. 

For this purpose, in this article we used Machine learning models 
combined with Survival Analysis, such as Random Survival Forests, 
Gradient Boosted Models and Survival Support Vector Machine, 
which model time-to-event, and compared their performances in 

A. Data Description
The dataset we analysed here was elaborated by David Chicco [4] in 
January 2020 and donated to the UCI Machine Learning Repository. 
The dataset can be found here. The dataset has 12 clinical features for 
each patients including their follow up period. The study included a 
total of 105 women and 194 men, with ages spanning from 40 to 95 
years (Table I). Description of all the variables is given in Table I. We 
can visualize the nature of some of the important variables from Fig. 
1 and Fig. 2. 

B. Model
1) Cox Proportional Hazard Model: The Cox proportional-hazards 
model, introduced by Cox in 1972 [1] is a commonly employed 
statistical model for examining the relationship between survival 
time and predictor variables. The general form of the 
expressed as follows:
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x1, x2,...., xn

set of covariates X. It is also interpreted as the instantaneous risk of 
undergoing the event of interest at time t, H0 t
hazard function, representing the hazard function when all covariates 

1, b2,....,bn

considered semi-parametric because H0 t
while the covariates enter the model in a linear fashion.

2) Random Survival Forest Model: The principle of Random Survival 

information while forming the splitting rules. The algorithm is as 

a manner that the survival differences across daughter nodes are 

hazard estimate is computed by aggregating information from all the 
survival trees.

Gradient Boosted Model:
somewhat similar to Random Forest Model since they both use 
ensemble methods. The difference is that Random Forests use bagging 
method while GBMs use boosting. In GBM, features from one model 
are fed into the next model in a sequential manner i.e., one model 
is built to reduce the errors present in the previous model. It uses 
decision trees as weak learners and keeps adding trees to the model 
to reduce loss function at each step.

 Table I Description of Each Variable of The Dataset

Age of the individual in years Quantitative 40-95

Anaemic 
status

Indicates whether the patient 
has anaemia

Factor
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Indicates whether the patient 
has high blood pressure

Factor

Quantitative 23-7861

Diabetic 
status

Indicates whether the patient 
has diabetes

Factor

Heart ejection 
fraction from the heart with each beat

Quantitative 14-80

Gender
patient 

Factor

Count 
Quantitative 25.01-850.00

Serum 
creatinine

Creatinine concentration in Quantitative 0.50-9.40

Serum 
sodium

Sodium level in blood Quantitative 114-148

Smoking 
status

Indicates whether the patient 
smokes

Factor

Follow-up 
Duration

Duration of follow-up in days Quantitative 4-285

Death event Indicates whether the patient 
experienced death during the 
follow-up period

Factor

 Boxplots for numerical variables vs death event
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 Stacked Bar plots for categorical variables vs death event

4. Survival Support Vector Machine: To solve survival problems 
using support vector machine, three approaches have been proposed 
till now. The regression approach initially relied on the principles of 
original SVMs, aiming to identify a function that estimates observed 
survival times. Later Shivaswamy et al. [8] enhanced this approach 
by incorporating censoring considerations. In contrast, ranking 
approach [9],[10],[11] is focused on predicting the relative risk ranks 

The objective of this method is to maximize the concordance index 

ranking and regression approach in survival SVM problems.

Evaluation
1) Concordance index: Harrell’s Concordance Index, proposed by 

Harrell et al. in 1982 [13], is a statistical measure commonly used 
in survival analysis to assess the predictive accuracy of models. 
It evaluates how well a model distinguishes between higher 
and lower risk subjects, providing a valuable metric for the 
performance of survival prediction models. This index evaluates 
the rank correlation between the predicted risk scores generated 
by the model and the actual observed time points. It is calculated 
as
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Consider the ith patient with time-to-event denoted as Ti and 

i. Then for two patients i and j, 

i> j and Ti< Tj. Conversely, 

i> j and Ti< Tj. If the c-index is close to 
0.5, it means that the predictions about which patient will live longer 
are not very accurate. However, if the c-index is close to 1, it indicates 

more likely to pass away sooner. 

 ROC stands for Receiver Operating 
Characteristic curve. It illustrates the relationship between the 

medical studies, where patients are being monitored for a time 
period, it is natural that the risk of developing a disease or the risk 
of dying changes over time. It is possible that a person who has no 
risk of dying at the earlier stages of the study, may develop greater 
risk of death during the end of the study due to long follow-up 
period. Thus, in these cases, using ROC curve as a function of time 

how good the model is.

Table II 
infer age, serum creatinine and heart ejection fraction are the three 

are cpk and serum sodium. RSF model indicates serum creatinine, 

SVM.
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good model at predicting the ordering of patient’s death. RSF model 

and Survival SVM are not good enough in predicting risk scores as 
concordance index for these models are 0.684 and 0.542 respectively.

To examine how well the models performed at various time 
Fig. 3

From this study we see that traditional Cox proportional hazard 
model outperforms several machine learning models in predicting 
risk of death due to heart failure.
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1.04 1.02 1.06 4.00

Anaemic status 1.49 0.92 2.41 1.62 0.11

1.00 1.00 1.00 2.27 0.02

Diabetic status
Heart ejection fraction

1.05
0.95
1.46
1.00

0.63
0.92
0.90
1.00

1.74
0.97
2.37
1.00

0.18
-4.87
1.54
-0.59

0.85

0.12
0.55

Serum creatinine 1.43 1.22 1.68 4.47

Serum sodium 0.95 0.90 0.99 -2.32 0.02

Gender 0.76 0.43 1.33 -0.97 0.33

Smoking status 1.07 0.61 1.86 0.24 0.81
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