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Abstract

Fake content dissemination is a significant challenge in
the era of digital information. This paper discusses the
critical issues in detecting fake content in news articles
of low-resource languages, specifically focusing on the
Tamil language, where the availability of labeled data
and advanced natural language processing tools are
limited. We employ traditional machine learning models
to mitigate this problem, with particular emphasis on
detecting and classifying fake and real content in the
context of Tamil news. Our study explores the performance
of different models like logistic regression (F1 score: 91%),
support vector machines (SVM) (F1 score: 91%), naive
Bayes (F1 score: 89%), k-nearest neighbors (KNN) (F1
score: 70%), decision trees (F1 score: 91%), random forests
(F1 score: 86%) and passive-aggressive classifier (F1
score: 89%). By conducting a comprehensive comparative
analysis of these models within the challenging linguistic
environment of Tamil, we aim to provide insights into
their suitability for detecting fake content in low-resource
languages and draw meaningful comparisons between
their performance.
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1. Introduction

In an age characterized by the relentless surge of digital information,
the rampant dissemination of fake content in images, audio, videos,
and text has evolved as a formidable challenge, posing severe threats
to society worldwide. The impact of fake news is ubiquitous and
insidious, penetrating even the linguistic boundaries of low-resource
languages, where resources and tools for effective detection are
markedly scarce. This research paper delves into this pressing concern,
specifically concentrating on the vital issues of detecting fake content
in the context of less resource languages, with a particular focus on
the Tamil language.

Low resource languages, as characterized by their deficiency in
linguistic re-sources and their underdeveloped Natural Language
Processing (NLP) tools, confront unique and pressing challenges in
the realm of fake news detection. These languages, in stark contrast to
their high-resource counterparts like English, often struggle to access
the required infrastructure and resources to combat the menace of
fake news effectively. It is in this challenging linguistic landscape that
our research paper aims to make significant contributions. Tamil is a
very old language that contains a rich heritage and culture and serves
as a compelling focal point for our study. Boasting over 70 million
speakers worldwide, Tamil holds immense cultural and historical
significance, particularly in Tamil Nadu, a state in India and the island
nation of Sri Lanka. Nevertheless, despite its widespread influence
and cultural importance, Tamil remains classified as a low-resource
language in the context of NLP and fake content detection.

This research paper seeks to bridge this gap by assessing the need
and performance of traditional machine-learning techniques in the
context of low-resource languages [7]. We employ a range of machine
learning models to achieve this, like k-nearest neighbors (KNN),
logistic regression, naive Bayes, support vector machines (SVM),
decision trees, and random forests, which are well-established and
widely utilized in various classification tasks. The performance of
these models is evaluated using the F1 score, a metric that balances
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precision and recall, providing a robust measure of their effectiveness
in identifying fake news [4].

The central objective of our research is to conduct a comprehensive
comparative analysis of these models to determine their suitability
for detecting fake news in low-resource languages. By doing so,
we aim to contribute valuable insights into the development of
effectual strategies for combating misinformation in linguistic
environments with limited resources. We have discussed the related
work, methodologies used, results, and discussions arising from our
analysis of the machine learning models in the context of low-resource
languages in the following sections. The ultimate goal is to advance
our collective understanding of fake news detection and mitigation in
less resource languages.

2. Related Work

In the digital realm, the scarcity of the tools used to identify fake
content in low-resource languages heightens the risk of rampant
disinformation, eroding online information reliability and digital
communication trustworthiness. The imbalance in global linguistic
resource availability severely hinders most languages, termed “low-
resource languages,” from accessing essential Natural Language
Processing (NLP) tools. To address this, Lin et. al, conducted a study
in 2020, focusing on creating NLP tools for low-resource languages,
incorporating techniques such as machine translation, part-of-speech
tagging, and lexicon development, sometimes with crowdsourced
assistance. Their research introduces a comprehensive framework that
streamlines language resource creation for low-resource languages,
mitigating the time and cost constraints inherent in starting from
scratch [1]. Sumeet Dua and Xian Du emphasized the pivotal role of
Machine Learning (ML) algorithms in enhancing software accuracy
without requiring direct reprogramming [2]. In our research, we
employ six algorithms [3], including Decision Trees, for fake news
classification. Decision Trees provide a structured approach, enabling
the identification of crucial variables, visualization of variable
relationships, and the creation of new features for accurate target
variable prediction, aligning with the objectives of our study.
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Our goal is to identify fake news, with a specific focus on Tamil, an
Indic language. Our approach places a significant emphasis on the
textual content of messages, along with user and network-related
features. To process text effectively, we employ natural language
processing tools and techniques [5]. The initial model training is
conducted with English-language data, which is subsequently
translated into Tamil [6]. The model is then fine-tuned using these
translated datasets and utilized in machine learning models to assess
the credibility of news articles. To facilitate further analysis, all data
must be converted into numerical form. For this purpose, we utilize
machine learning models, which are particularly effective in handling
text-based information. We have also studied the application of deep
learning techniques and identified that those techniques perform well
in large datasets.

3. Methodology
3.1 Tamil News Dataset

The main objective of this work is to achieve high accuracy in the
detection of fake news from real news, especially in low-resource
languages [10]. In this context, the Tamil language was chosen for the
study. The dataset used in this paper comprises a total of 14,564 rows,
with each row containing news headlines in four features, including
English text, Tamil text, Index, and IsFake [8]. To streamline the
dataset for this study, the "English” and "Index” columns, which do not
hold any substantive significance, are removed. As we have limited
data, we have experimented with machine learning methods.

The resulting dataset consists of 11,662 instances of real news and 2,902
instances of fake news. As evident from the data sample distribution,
the dataset is not balanced. To overcome this, oversampling is
performed on the fake news class to balance the number of fake and
real articles that left us with 23324 rows of data [9]. Oversampling
representsa data preprocessing method designed torectify imbalanced
class distributions within a dataset [19]. Its primary objective is to
address scenarios where one or more classes are underrepresented
compared to others. In our specific dataset, there exists a notable
skew toward real news instances, with a ratio of approximately 4:1
in favor of real news over fake news. To mitigate this imbalance, we
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employ the Synthetic Minority Over-sampling Technique (SMOTE)
technique, which involves the generation of synthetic data points for
the minority class by interpolating between existing instances. This
approach ensures a more equitable representation of the minority
class, ultimately enhancing the capacity of the model to learn both
real and fake news samples. Subsequently, the dataset was split in
the ratio of 80:20 samples for training and testing purposes. This
partitioning allows for the development and evaluation of a robust
detection model for fake news in the Tamil language. Also, another
dataset was collected to find and remove the stopwords in Tamil,
which contains 125 Tamil stopwords. Figure 1 shows the sample
data for real news and Figure 2 shows the sample data for fake news
in Tamil language. The sample of stop words in Tamil is shown in
Figure 3.

Index Tamil text Is Fake

suflosmeouisd Galyb uégise: guliumear Qe 11 varfiuemy sfdds

0| aigwg 0
flumsnsy sioerasgn siaamear Lagsan gell Hlmaésawnsmnd

1| Ganmen&eaid 0
ysdaunaagde wajersynbg LrGusb - wnmée rreéunab...

2|wnpé @ BegLb G flywm 0
saup f LSS sigioa OguHS): HMoéssH oeHseHUhSE

3| simflalés 100008 ausmL wneey wmy 0
SEULE GumLedlwn.. Curius, Canm L e sal CUNS @LWTH.. SaL

4| GunLL anflurerm Siygr 0

5| anflunern Bleoésflefled Aabel 4 Gui ush.. wDDaTET Elavew sTeien? 0
"wpearClengsfléamatu @eamen".. Fngw e eoLmeler.. "Ggmbu

6| aaLb".. unaflme mwowbd FHg Lge! 0
asnituLlmL sine LWhHé) mwwsdled 34 Bumed anBrmean..

7 | orewreuis et 2_Ledfleney 6TUILIG. 2_ieng)? 0
Happy New Year 2022: 2_adl8n8w g6l LssnamsmL arGun@d

8| w16 618 Qgflywn? aoLdl G Dgisnear 0
Biguneme D& 2 wihs D_5F16@ CananG Claawm Gaua@L..

9| oy enmi sBlPlems CousarGBamsr 0
‘gUlErear ameapev: 340 e 2 Mid), 2 LaTly HLalgdma CHme..'

10| @paoamsS Telld@ong bl ugur SigGib 0

Fig. 1. Dataset for True news
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Index

Tamil text

IsFake

11806

anigk anefrdr GuphBansit sn_Gdlpnj, "absolaung b sag
Gla&EMmT FIUUNSE &6 aped SauEbLS®HS Qanmenndung) ... Sigl
Qafl sigan Glyéamen BOUNGI, 0@l ASIMEW TFTHED Sw
S nuamems Clanem@sisng,."

11807

"&L 5% Bropnsogsd il e, soLmsdlar, wiGur CuraiGory Dbs
BEIHDIETIGE) S SfleySTonar U T, Sajsame el e
Blsvsflweir DoULSEHES Sl snieons Bmdsonb."

11808

e Bgnen s0wflés aflad siewfléarads "wiempuyb
anulupSsaisme”.

11809

e dflur giiunsdé g6 "Cunsd” stpib smauegimn adlenflessi
"Gunedl 15555 sriad Bg sallsgid Cenamarg" asmib
Fadlpmg.

11810

SIBSS Bret Famwé s LwWETUGSSULED et Qe L LU L QleumisTwd
"gCr Drelle) Fal BB (55 & ST WSTE DIDID LHIID 6&&
unéleflunea 2 pané@dng, Dg sfaslugunear 1§85 &0 LHOID
2_awiey BES S SIS SIS UNSSWeT auliH)
Crmigelanppsamer gHUGSHSEsaBb."

11811

Aersirersit semevaf Gigall grdbsl, Ogalifl slcvie g amer e
Beflam_afldr 2 poad Gmpsg vHONGLTHID, susvesT "Daa
SmagS@IDd wrolear urgsni” Guns GsmppwafléGwrmid
2alflufEsEHs S 2 Ssyeil L.

11812

gnen allgnaidlavBansilar e pp wassfiled "QuburnGsm”
QLssnableflmba absaisd - Dg ahsaEGS Cgfub. Qapb
(@) SauMTsWLLTE 2_amam."

11813

QUi alisvies Dpéssiiame sam ClFmogImaEsT.

11814

GupBammast Gyl Qe Quwasnjsd "guuneais aiigGun Csbasr
Bownssnd simG augea guunsds &6 sbuanas ome.”

11815

gamndlug) QLnamsL bl "nsdea Dargms sifliuams uHvl
Cuadpnj” ey sagudlpni.

Fig. 2. Dataset for Fake news
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3.2 Model Architecture

In this research, we have employed a comprehensive approach
utilizing seven distinct machine-learning techniques. This diverse
array of methods enhances the robustness of our findings. Specifically,
we have harnessed seven different machine learning models, which
encompass Logistic Regression, Passive-Aggressive Classifier,
Support Vector Machine, Decision Tree, K-Nearest Neighbor,
Random Forest, and Multinomial Naive Bayes [11,12]. The output
layer identifies the likelihood of the input sentence being fake or real
news. Figure 4 shows the architecture of the system used to detect the
fakeness in the news dataset.

\ Exploratory Data Over Sampling

| Fake ———» Data Preprocessing ———» {
| news SRR \ Analysis (SMOTE)
Dataset I l
( )| Training | ) N A
Model building using [N~— Splitting Dataset  <—————— g, |
ML algorithms [ raining| cec

| pata | | Dataset

Fig. 4. Model Architecture

The input dataset is preprocessed to remove the stopwords and
unwanted characters. The data is explored and analyzed for the
variations in the dataset. It is observed that the data set is not balanced.
The data is distributed with more real news samples when compared
to the fake news samples. We have used the data augmentation
technique by oversampling the data using SMOTE to balance the
dataset. Then the balanced dataset is split into training and testing
phases. We have built machine learning (ML) models using different
algorithms with the data samples in training. The trained model is
used with the test data to predict the output labels (fake/real). We
have observed that deep learning models are not performing well in
this case as the dataset is small in size.
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The various machine-learning techniques used for training and
learning the data as listed as follows:

e Logistic Regression: Logistic Regression is a strong performer
with high accuracy. It's effective for binary classification tasks,
and its simplicity makes it interpretable and easy to implement.
However, it may not handle highly non-linear relationships in the
data as effectively as other models.

e SVM (Support Vector Machine): SVM performs well with high
accuracy [14]. It is suitable for complex classification tasks and
can capture intricate decision boundaries. It is computationally
intensive for large datasets.

e Naive Bayes: It is a simple and efficient probabilistic classifier.
However it assumes independence between features, which may
not hold in all real-world scenarios [13].

e KNN (K-Nearest Neighbors): K-Nearest Neighbors (KNN)
is a fundamental machine learning algorithm used for both
classification and regression tasks [15]. It is a non-parametric and
instance-based learning method. It does not make any underlying
assumptions about the data distribution. Instead, KNN makes
predictions by considering the “ k” nearest data points to the
target point in the feature space.

e Decision Tree: It can capture the complex relationships that occur
in the data and provide interpretability. It is prone to overfitting
with deep trees.

e Random Forest: This combines multiple decision trees to
reduce overfitting and thereby improves robustness, but it is
computationally expensive.

e TPassive Aggressive: This classifier is a machine learning algorithm
known for its effectiveness in online learning scenarios. It considers
the data as it arrives incrementally.

4. Implementation

The proposed model algorithms take its input as a CSV (Comma
comma-separated values) file, initially subjecting the data to
preprocessing and cleaning such as removing stopwords, punctuation,
tokenization, removing small words, etc. Recognizing the imbalance
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of samples in the dataset, oversampling is conducted to ensure a
more balanced representation of real news. Figures 5 and 6 show the
distribution of the data samples before and after applying the data
augmentation technique. Subsequently, the dataset is partitioned
into training and testing sets. To facilitate machine learning model
comprehension, we apply the CountVectorizer() method, which
transforms the textual data into numerical vectors.

Class Distributi Class Distribution After SMOTE
12000

10000

8000

Count

6000

4000

2000
2000 -
0
¥

BFake=0
sfake=1

Fake Real
Class Classes

Fig. 5: Before Data Augmentation  Fig.6. After Data Augmentation

Once the data is prepared, it is fed into the classifiers defined within
a pipeline. Each classifier processes the training dataset, and accuracy
scores are predicted, contributing to a comprehensive evaluation of
the model’s performance [16]. This multifaceted approach enables us
to assess the effectiveness of different machine learning techniques in
detecting fake content in Tamil language news.

5. Result and Analysis

The performance evaluation metrics of various machine learning

models in the context of fake Tamil news detection are shown in
Table 1.

The evaluation metrics include Accuracy, Precision, Recall, and F1
Score, which collectively offer the details of the models” capabilities
in correctly classifying instances and F1 score is used for balancing
the tradeoff between Precision and Recall. Logistic Regression, SVM,
and Random Forest exhibit high accuracy and F1 score making them
strong performers in this classification task. These models are effective
at correctly classifying both real and fake data.
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Accuracy | Precision| Recall | F1 Score
Model R S R
Logistic Regression 91 89 93 91
SVM 91 90 92 91
Naive Bayes 89 90 87 89
KNN 57 54 68 70
Random Forest 91 90 92 91
Decision Tree 85 82 90 86
Passive Aggressive 88 85 91 89

Table 1. Comparison of evaluation metrics

Naive Bayes demonstrates good precision. This probabilistic classifier
is suitable for the task but slightly less accurate compared to Logistic
Regression, SV, M, and Random Forest. KNN has notably lower
accuracy (57%) compared to the other models. The precision is also
relatively lower (54%). KNN’s poor performance in this context may
be attributed to its sensitivity to noise and an inappropriate choice of
”Kk”. We have taken the “k” value as 10. Random Forest and Decision
Tree models perform reasonably well with accuracy scores of 91%
and 85%, respectively. These models capture complex and internal
relationships in the data, with Random Forest outperforming Decision
Tree. The Passive-aggressive classifier obtains an accuracy of 88%
with good precision and F1 score. It performs well but is slightly less
accurate compared to Logistic Regression and SVM and also has less
F1 score.

The confusion matrix is a crucial method for assessing the model’s
performance on the predictions when tested on a dataset. It provides
a clear picture of the model’s performance by detailing true positives,
true negatives, false positives, and false negatives [17,18]. The
provided figures from 7 to 13 display the confusion matrix plots
for several classifiers, including Logistic Regression, Decision Tree,
Naive Bayes, KNN, SVM, Random Forest, and Passive Aggressive.
It's worth noting that Logistic Regression achieved the highest sum
of true positives and true negatives (4258), indicating its strong
predictive accuracy. Support Vector Machine follows closely with a
sum of 4254. KNN on the other side shows the lowest sum of true
positives and true negatives (2666) among the models, suggesting
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that it may not be as accurate in making correct predictions as the
other classifiers.

Figure 7 describes the confusion matrix of Logistic regression (LogR).
The confusion matrix reveals a count of 2086 true negative instances,
2172 true positive instances, 255 false positive instances, and 152 false
negative instances. Figure 8 shows the confusion matrix of SVM. The
confusion matrix reveals a count of 2105 true negative instances, 2149
true positive instances, 236 false positive instances, and 175 false
negative instances. Figure 9 depicts the confusion matrix of Naive
Bayes (NB). The confusion matrix reveals a count of 2124 true negative
instances, 2019 true positive instances, 217 false positive instances,
and 305 false negative instances. Figure 10 gives the confusion matrix
of KNN. The confusion matrix reveals a count of 345 true negative
instances, 2321 true positive instances, 1996 false positive instances,
and 3 false negative instances.

Confusion Matrix - Logistic Regression Confusion Matrix - SVM

Fake
Fake

True
True

Real
'
Real

Fake Real Fake Real
Predicted Predicted

Fig. 7. Confusion matrix for LogR Fig. 8. Confusion matrix for SVM

Confusion Matrix - Naive Bayes Confusion Matrix - KNN

345

Fake
Fake

True

True

Real
'

Fake Real Fake Real
Predicted predicted

Fig. 9. Confusion matrix for NB Fig. 10. Confusion matrix for KNN

131



Mapana - Journal of Sciences, Vol. 23, No.4 ISSN 0975-3303

Confusion Matrix - Decision Tree Confusion Matrix - Random Forest

Fake
Fake

True

True

Real
'
Real
'

'
Fake Real
Predicted Predicted

Fig. 11. Confusion matrix for DT Fig. 12. Confusion matrix for RF

Confusion Matrix - Passive Agressive Accuracy of Different Classifiers

True
Accuracy

Predicted

Fig. 13. Confusion matrix for PA

Classifier

Fig. 14. Comparison of Accuracy
with different classifiers

The confusion matrix of the decision tree (DT) is shown in Figure 11.
This matrix reveals a count of 1905 true negative instances, 2092 true
positive instances, 436 false positive instances, and 232 false negative
instances. Figure 12 describes the confusion matrix of random forest
(RF). The confusion matrix reveals a count of 2112 true negative
instances, 2137 true positive instances, 229 false positive instances,
and 187 false negative instances. The confusion matrix of the passive-
aggressive (PA) classifier is given in Figure 13. The confusion matrix
reveals a count of 2104 true negative instances, 2064 true positive
instances, 237 false positive instances, and 260 false negative instances.
Figure 14 shows the graphical comparison of the accuracy metric for
all the classifiers.
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6. Conclusion

In conclusion, this research contributes to the usage of ML models
for combating misinformation in linguistic environments with
limited resources, offering valuable guidance to researchers and
practitioners in this field. Specifically, we have delved into the critical
issue of fake content detection in low-resource languages, with the
Tamil language as our focal point in our maiden attempt. In this
challenging linguistic environment, where labeled data and advanced
natural language processing tools are scarce, we embarked on the
exploration of traditional machine learning models. Our study has
unveiled significant findings, with logistic regression demonstrating
a noteworthy F1 score of 91%, closely followed by support vector
machines (SVM) at 91%. This comparative examination has also shed
light on the limitations of KNN, which yielded a lower F1 score of
70%.

Meanwhile, Naive Bayes, Decision Tree, and Random Forest exhibited
competitive F1 scores of 89%, 91%, and 86%, respectively, while the
Passive Aggressive Classifier achieved an F1 score of 89%. These
results describe invaluable insights into machine learning models’
performance for detecting fake content in low-resource languages,
offering guidance to researchers and practitioners alike. As the battle
against misinformation intensifies, our research contributes to the
development of effective strategies tailored to linguistic environments
with limited resources. Ultimately, our goal is to bolster the defenses
against the dissemination of fake content, safeguarding the integrity
of information ecosystems. This also promotes informed decision-
making in diverse linguistic contexts.
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